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Abstract 

Semantic similarity has attracted great concern for a long time in artificial intelligence, 

psychology and cognitive science. In recent years the measures based on WordNet have 

shown its talents and attracted great concern. Many measures have been proposed. The 

paper contains a review of the state of art measures, including path based measures, 

information based measures, feature based measures and hybrid measures. The features, 

performance, advantages, disadvantages and related issues of different measures are 

discussed. Finally the area of future research is described.. 
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1. Introduction 

Semantic similarity measure is a central issue in artificial intelligence, psychology and 

cognitive science for many years. It has been widely used in natural language processing [1], 

information retrieval [2, 3], word sense disambiguation [4], text segmentation [5], question 

answering [6], recommender system [7], information extraction [8, 9] and so on. In recent 

years the measures based on WordNet have attracted great concern. They show their talents 

and make these applications more intelligent. Many semantic similarity measures have been 

proposed. On the whole, all the measures can be grouped into four classes: path length based 

measures, information content based measures, feature based measures, and hybrid measures. 

The paper discusses the features, performance, advantages and disadvantages of different 

measures and makes some suggestions in future research finally. 

The remainder of this paper is as follows: WordNet is introduced in Section 2. Different 

Semantic similarity measures are presented in Section 3. Section 4 provides a comparison and 

evaluation of the state of art measures, analyzing the features, performance, advantages and 

disadvantages. A summary and future research is described in Section 5.  
 

2. WordNet  

WordNet is the product of a research project at Princeton University [10]. It is a large 

lexical database of English. In WordNet Nouns, verbs, adverbs and adjectives are organized 

by a variety of semantic relations into synonym sets (synsets), which represent one concept. 

Examples of semantic relations used by WordNet are synonymy, autonomy, hyponymy, 
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member, similar, domain and cause and so on. Some relations are used for word form relation 

and others for semantic relation. These relations will be associated with words and words to 

form a hierarchy structure, which makes it a useful tool for computational linguistics and 

natural language processing. It is commonly argued that language semantics are mostly 

captured by nouns or noun phrases so that most of the researches focus on noun in semantic 

similarity calculating. There are four commonly used semantic relations for nouns, which are 

hyponym/hypernym (is-a), part meronym/part holonym (part-of), member meronym/member 

holonym (member-of) and substance meronym/substance holonym (substance-of). For 

example, apple is a fruit (is-a) and keyboard is part of computer (part-of). 

Hyponym/hypernym (is-a) is the most common relation, which accounts for close to 80% of 

the relations. A fragment of is-a relation between concepts in WordNet is shown in Figure1. 

In the taxonomy the deeper concept are more specific and the upper concept are more abstract. 

Therefore vehicle is more abstract than bicycle and conveyance is more abstract than vehicle. 

Entity is the most abstract concept. 
 

abstract_entity physical_entity thing

abstraction physical object horror

entity

conveyance

mail vehicle public transport

bus train

School bus Boat train

instrumentation

bicycle

Wheeled vehicle

Self propelled 

vechile

being

person

male person female person

boy girl

 

Figure 1. A Fragment of is-a Relation in WordNet 
 

Generally the result obtained from hyponym/hypernym relation is regard as similarity 

between concepts. And the result obtained from others, such as part-of relation is regard as 

the relatedness between concepts. In this paper, we are only concerned about the similarity 

measure based on nouns and hyponym/hypernym relation of WordNet.  

Before discussion, Definition of related concept in the following measures is necessary： 

(1) len(ci,cj): the length of the shortest path from synset ci to synset cj in WordNet. 

(2) lso(ci,cj): the lowest common subsumer of c1 and c2 

(3)depth(ci): the length of the path to synset ci from the global root entity, and 

depth(root)=1. 

(4) deep_max: the max depth(ci) of the taxonomy 
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(5) hypo(c): the number of hyponyms for a given concept c. 

(6) node_max: the maximum number of concepts that exist in the taxonomy. 

(7) sim (ci,cj): semantic similarity between concept ci and concept cj. 

For two compared concepts c i and cj in taxonomy as in Figure.1, the length of the 

shortest path from concept ci to concept cj  can be determined from one of three cases. 

Case1: ci and cj are the same concept, thus ci, cj and lso(ci,cj) are the same node. We 

assign the semantic length between c i and cj to 0, ie.len(ci,cj)=0. 

Case2: ci and cj are not the same node, but   ci is the parent of cj. thus lso(ci,cj) is ci. We 

assign the semantic length between c i and cj to 1, ie.len(ci,cj)=1.. 

Case3: Neither ci and cj are the same concept nor ci is the parent of c j, we count the 

actual path length between ci and cj, therefore 1<len(ci,cj)<= 2*deep_max. 

Based on the above definitions and cases, we discussed the following measures. 

 

3. Semantic Similarity Measures based on WordNet 

Semantic similarity measures might be used for performing tasks such as term 

disambiguation [4], as well as text segmentation [5], and for checking ontologies for 

consistency or coherency. Many measures have been proposed. On the whole, all the 

measures can be grouped into four classes: path length based measures, information content 

based measures, feature based measures, and hybrid measures. 
 

3.1. Path-based Measures 

The main idea of path-based measures is that the similarity between two concepts is a 

function of the length of the path linking the concepts and the position of the concepts in the 

taxonomy.  
 

3.1.1 The Shortest Path based Measure: The measure only takes len(c1,c2) into considerate. 

It assumes that the sim (c1, c2) depend on how close of the two concepts are in the taxonomy. 

In fact this measure is a variant on the distance method [3, 11]. It is based on two 

observations. One is that the behavior of conceptual distance resembles that of a metric. The 

other is that the conceptual distance between two nodes is proportional to the number of 

edges separating the two nodes in the hierarchy [28]. 

),(max_*2),( 2121 cclendeepccsimpath 
                                        (1) 

From formula (1) it is noted that, 

(1) For a specific version of WordNet, deep_max is a fixed value. The similarity between 

two concepts (c1, c2) is the function of the shortest path len(c1,c2) from c1 to c2. 

(2) If len(c1,c2) is 0, simpath(c1,c2) gets the maximum value of 2*deep_max. If len(c1,c2) is 

2*deep_max, simpath (c1,c2) gets the minimum value of 0. Thus, the values of simpath (c1, 

c2) are between 0 and 2*deep_max.   

(3) len(mail, vehicle) = len(self-propelled vehicle, bicycle) = 2, therefore, simpath 

(mail,vehicle) = sim path (self-propelled vehicle, bicycle). 
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3.1.2 Wu & Palmer’s Measure: Wu and Palmer introduced a scaled measure [12]. This 

similarity measure takes the position of concepts c1 and c2 in the taxonomy relatively to 

the position of the most specific common concept lso(c1,c2) into account. It assumes 

that the similarity between two concepts is the function of path length and depth in 

path-based measures.  

)),(((*2),(

)),((*2
),(

2121

21
21

cclsodepthcclen

cclsodepth
ccsimWP


                                  (2) 

From formula (2) it is noted that, 

(1) The similarity between two concepts (c1, c2) is the function of their distance and the 

lowest common subsumer(lso(c1,c2)).  

(2) If the lso(c1,c2) is root, depth(lso(c1,c2))=1,simWP(c1,c2) >0; if the two concepts have the 

same sense, the concept c1, concept c2 and lso(c1,c2) are the same node. len(c1,c2)=0. 

simWP (c1,c2) = 1; otherwise 0<depth(lso(c1,c2))< deep_max, 0<len(c1,c2)< 2*deep_max, 

0<simWP (c1,c2) < 1. Thus, the values of simWP (c1,c2) are in (0, 1].  

(3) len(mail, bicycle) = len(wheeled vehicle, bus) = 4, and lso(mail, bicycle) = 

lso(wheeled vehicle, bus) = conveyance, therefore simWP(mail, vehicle)= simWP 

(self-propelled vehicle, bicycle). 
 

3.1.3 Leakcock& Chodorow’s Measure:Leakcock and Chodorow took the maximum depth 

of taxonomy into account and proposed the following measure [13]: 

max_*2

),(
log),( 21

21
deep

cclen
ccsimLC                                      (3) 

From formula (3) it is noted that, 

(1) As same as formula (1) the similarity between two concepts (c1, c2) is the function of 

the shortest path len(c1,c2) from c1 to c2.  

(2) When c1 and c2 have the same sense, len(c1,c2) =0. In practice, we add 1 to both 

len(c1,c2) and 2*deep_max to avoid log (0). Thus the values of simLC(c1,c2) are in (0, 

log(2*deep_max+1) ] 

(3) As mentioned in section 3.1.1, len(mail, vehicle) = len(self-propelled vehicle, bicycle) 

= 2, therefore, simLC (mail,vehicle) =simLC (self-propelled vehicle, bicycle). 
 

3.1.4 Li’s Measures: Li’s measure  is intuitively and empirically derived[1]. It is based on 

the assumption that information sources are infinite to some extend while humans 

compare word similarity with a finite interval between completely similar and nothing 

similar. Intuitively the transformation between an infinite interval to a finite one is non-

linear [28]. Therefore the measure combines the shortest path and the depth of concepts in 

a non-linear function: 

))2,1((*))2,1((*

))2,1((*))2,1((*
)2,1(*

21 ),(
cclsodepthcclsodepth

cclsodepthcclsodepth
cclen

Li
ee

ee
eccsim














                 (4) 

From formula (4) it is noted that, 

(1) Formula (4) will monotonically increasing with respect to depth(lso(c1,c2)) and 

decreasing with len(c1,c2). 
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(2) If len(c1,c2) =0 and depth(lso(c1,c2))→deep_max, simLi(c1,c2) →1. 

if len((c1,c2)→2*deep_max and depth(lso(c1,c2))=1, simLi (c1,c2)  →0. 

Thus the values of simLi (c1,c2) are in (0, 1) . 

(3) Parameter α and β need to be adapted manually for good performance. In the 

experiment in [14], α = 0.2 and β=0.6 respectively. 

The measures above mentioned are based only on the positions of the concepts in the 

taxonomy, assuming that links between concepts represent distances. All the paths have the 

same weight. However, from Figure1 it should be noted that the density of concepts 

throughout the taxonomy is not constant. As we know in the hierarchy the more general 

concepts correspond to a smaller set of nodes than the specific concepts. An example is the 

distance between mail and vehicle, their distance is 2, and the distance between self-

propelled vehicle and bicycle is also 2. The two pairs will have the same similarity 

values, which is not reasonable. In fact self-propelled vehicle and bicycle is more 

similar than mail and vehicle. 
 

3.2. Information Content-based Measure 

It assumed that each concept includes much information in WordNet. Similarity measures 

are based on the Information content of each concept. The more common information two 

concepts share, the more similar the concepts are. 
 

3.2.1 Resnik’s Measure: In 1995 Resnik proposed information content-based similarity 

measure [14]. It assumes that for two given concepts, similarity is depended on the 

information content that subsumes them in the taxonomy. 

)),(()),((log),( 212121Re cclsoICcclsopccsim snik                            (5) 

From formula (5) it is noted that, 

(1) The values only rely on concept pairs’ lowest subsumer in the taxonomy. 

(2) lso(mail, vehicle)=lso(mail, bicycle)=conveyance, therefore simResnik (mail, vehicle) = 

simResnik (mail, bicycle)=IC(conveyance) 

 

3.2.2 Lin’s Measure: Lin proposed another method for similarity measure [15].  

)()(

))),((*2
),(

21

21
21

cICcIC

cclsoIC
ccsimLin


                                           (6) 

It uses both the amount of information needed to state the commonality between the two 

concepts and the information needed to fully describe these terms. 

From formula (6) it is noted that, 

(1) The measure has taken the information content of compared concepts into account 

respectively. As IC(lso(c1,c2)) <=IC(c1) and IC(lso(c1,c2)) <=IC(c2), therefore the 

values of this measure vary between 1 and 0. 

(2) lso(mail, bicycle)=lso(bicycle, school bus)=conveyance; if IC(mail)=IC(bicycle)= 

IC(school bus), then simLin(mail, bicycle)=simLin (school bus, bicycle). 
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3.2.3 Jiang’s Measure: Jiang calculated semantic distance to obtain semantic similarity [16]. 

Semantic similarity is the opposite of the distance. 

                               )),((2))()((),( 212121 cclsoICcICcICccdisJiang                            (7) 

From formula (7) it is noted that, 

(1) The measure has taken the IC of compared concepts into account respectively. 

(2) As mentioned in 3.2.2, lso(mail, bicycle)=lso(bicycle, school bus)=conveyance; if 

IC(mail)=IC(bicycle)= IC(school bus)=1, then simJiang (mail, bicycle)=simJiang (school 

bus, bicycle) 

(3) The value is semantic distance between two concepts. Semantic similarity is the 

opposite of the semantic distance. 

In Information content-based similarity measures, each of the measures in Section 3.2 

attempts to exploit the information contained at best to evaluate the similarity between the 

pairs of concepts. Therefore how to obtain IC is crucial, which will affect the performance 

directly. Generally there are five methods. The First one is to obtain IC through statistical 

analysis of corpora [14], from where probabilities of concepts occurring are inferred. It 

assumes that, for a concept c in the taxonomy, let p(c) be the probability of encountering and 

instance of concept c. IC(c) can be quantified as negative the log likelihood, −log p(c), which 

means that as probability increases, IC decreases.  

                                               )(log)( cpcIC                                                          (8) 

Probability of a concept was estimated as: 

N

cfreq
cp

)(
)(                  .                                            (9) 

Where N is the total number of nouns, and freq(c) is the frequency of instance of concept c 

occurring in the taxonomy. When computing freq(c), each noun or any of its taxonomical 

hyponyms that occurred in the given corpora is included, which implies that if c1 is-a c2, then 

p(c1) < p(c2). Thus the more abstract the concept is, the higher its associated probability and 

the lower its information content. 





)(

)()(
cWw

wcountcFreq

                                                  (10) 

The measure is simple, unfortunately, it relies on corpora analysis, and sparse data problem 

is not avoided. In order to overcome this drawbac,, Nuno proposed a hyponyms-based IC 

obtained method. WordNet is used as a statistical resource to calculate IC values. It regards 

IC value of a concept as the function of the hyponyms it has [21].For a concept, the more 

hyponyms it has, the more abstract it is. That is to say concepts with many hyponyms convey 

less information than concepts that are leaves. Root node is the least informative and leaf 

nodes are the most informative in the taxonomy. IC(root) is 0 and IC(leaf) is 1.When we 

traverse from the leaf nodes to the root node, IC will decreases monotonically and range from 

1 to 0. The method is simple and corpora independent. However two concepts with the same 

number of hyponyms will have the same IC values and all the leaves will have the same IC 

values too, although they all in different of depth in the taxonomy. eg.IC(mail)=IC(bicycle). 
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                                (11) 

The third one is based on the assumption that taxonomical leaves represent the semantic of 

the most specific concepts of a domain in WordNet, the more leaves a concept has the less 

information it expresses [22].  

)
1max_

1
|)(|

|)(|

log()(





leaves

csubsumers

cleaves

cIC                                        (12) 

Where, let C be the set of concepts of the ontology, for a given concept c, 

leaves(c)={l∈C|l∈hyponyms(c) ∧ l is a leaf}. Subsumers(c)={a∈C | c≤a }∪{c}, c≤a means 

that c is a hierarchical specialization of a. Max_leaves represents the number of leaves 

corresponding to the root node of the hierarchy.  This method does not take the depth of 

leaves into account, thus concepts with the same number of leaves will have the same IC 

values. eg. IC(vehicle)=IC(wheeled vehicle). 

The fourth assumes that every concept is defined with sufficient semantic embedding 

with the organization, property functions, property restrictions and other logical 

assertions [23]. The IC value is the function of relations and hyponyms. One weight factor 

is used to adapt the each part’s contribution. 

))()1()()( cICcICcIC Nunorel                                     (13) 

)1max_log(

)1)(log(
)(






rel

crel
cICrel

                                             (14) 

max)_log(max)_log(

)1_log(

noderel

reltotal




                                       (15) 

Where rel(c) denotes the number of relations of concept c. And rel_max represents the 

total number of relations.  

The last one assumes that each concept is unique in the taxonomy and IC value is the 

function of concept’s topology, which can distinguish different concepts effectively and get 

more accurate IC value. It was defined as [29]: 

)
max)_log(

)1
)(

1
log(

1(*
max)_log(

))(log(
)(

)(

node

adepth

deep

cdepth
cIC

chypoa






                      (16) 

Where for a given concept c, a is a concept of the taxonomy, which satisfies a∈
hypo(c). If c is root, deep (root) is 1 and log (deep(c)) is 0. If c is a leaf, hypo(c) is 0. Then, 

0
)(

1

)(


 chypoa adepth

                         (17) 
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And 

               )
max)_log(

))(log(
)(

deep

cdepth
cIC                       (18) 

Because sparse data problem is not avoided in Corpora-dependent IC Metric, corpora-

independent IC Metric is popular. 
 

3.3. Feature-based Measure 

Different from all the above presented measures, feature-based measure is 

independent on the taxonomy and the subsumers of the concepts, and attempts to 

exploit the properties of the ontology to obtain the similarity values. It is based on the 

assumption that each concept is described by a set of words indicating its properties or 

features, such as their definitions or “glosses” in WordNet . The more common 

characteristics two concepts have and the less non-common characteristics they have, 

the more similar the concepts are. One classical measure is Tversky’s model, which 

argues that similarity is not symmetric. Features between a subclass and its superclass 

have a larger contribution to the similarity evaluation than those in the inverse direction. 

It is defined as [17]: 

|/|)1(|\|||

||
),(

122121

21

21
CCkCCkCC

CC
ccsimTversky




                     (19) 

Where C1, C2 correspond to description sets of concept c1 and c2 respectively, k is 

adjustable and k∈[0,1]. 

From formula (19) it is noted that,  

(1) the values of simTversky(c1,c2)  vary from 0 to 1. 

(2) simTversky (c1,c2) increases with commonality and decreases with the difference between 

the two concepts. 
 

3.4. Hybrid Measure 

The hybrid measures combine the ideas above presented. In practice many measures not 

only combine the ideas above, but also combine the relations, such as is-a, part-of and so on. 

A typical method is proposed by Rodriguez. The similarity function includes three parts:  

synonyms sets, neighborhoods and features [18, 19]. The similarity value of the each part is 

assigned to a weight, and then summed together. As stated before, in the paper we only 

concern on the hybrid measures based on is-a relation. Taking information content based 

measures and path based measures as parameter is commonly used. Generally one or more 

weight factors which can be adapted manually, are used to adapt the each part’s contribution 

Zhou has proposed a measure, expressed by [20]: 

)2/)),((*2)()(((*)1()
))1max_(*2log(

)1),(log(
(1),( 2121

21
21 cclsoICcICcICk

deep

cclen
kccsimzhou 




           (20) 

From formula (20) it is noted that,  

(1) both IC and path have been taken into considerate. 



International Journal of Hybrid Information Technology  

   Vol. 6, No. 1, January, 2013 

 

 

9 

 

(2) parameter k needs to be adapted manually for good performance. If k=1, formula (20) is 

path-based; if k=0, formula (20) is IC-based measure. In the experiment in [21] k=0.5. 

 

4. Comparison and Evaluation 
 

Table1. Comparison of Different Semantic Similarity Measures 

category Principle measure features advantages disadvantages 

Path 

based 

function of 

path length 

linking the 

concepts and 

the position 

of the 

concepts in 

the 

taxonomy 

Shortest 

path  

count  of edges 

between 

concepts 

simple two pairs with equal 

lengths of shortest path 

will have the same 

similarity 

W&P path length to 

subsumer, scaled 

by subsumer 

path to root 

simple two pairs with the same 

lso and equal lengths of 

shortest path will have 

the same similarity 

L&C count of edges 

between and log  

smoothing 

simple two pairs with equal 

lengths of shortest path 

will have the same 

similarity 

Li non-linear 

function of  the 

shortest path 

and depth of lso 

simple two pairs with the same 

lso and equal lengths of 

shortest path will have 

the same similarity 

IC 

based 

The more 

common 

information 

two concepts 

share, the 

more similar 

the concepts 

are. 

Resnik IC of lso simple two pairs with the same 

lso will have the same 

similarity 

Lin IC of lso and the 

compared 

concepts 

take the IC of 

compared 

concepts into 

considerate 

two pairs with the same 

summation of IC(c1) 

and IC(c2) will have the 

same similarity 

Jiang IC of lso and the 

compared 

concepts 

take the IC of 

compared 

concepts into 

considerate 

two pairs with the same 

summation of IC(c1) 

and IC(c2) will have the 

same similarity 

Feature 

based 

Concepts 

with more 

common 

features and 

less non-

common 

features are 

more similar 

Tversky compare 

concepts' 

feature, such as  

their definitions 

or glosses 

take concept's 

feature into 

considerate 

Computational 

complexity. It can’t 

works well when there 

is not a complete 

features set. 

Hybrid 

method 

combine 

multiple 

information 

sources 

Zhou combines IC 

and shortest 

path 

well 

distinguished 

different 

concepts pairs 

parameter to be settled, 

turning is required. If 

the parameter can’t be 

turned well it may 

bring deviation. 
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Different semantic similarity measures have different characteristic. Path based 

measures take the path length linking the concepts and the position of the concepts into 

considerate. They use link or edge as parameter to refer to the relationships between 

concept nodes. Most measures are simple. But local density of pairs can’t be reflected. IC 

based measures based on the assumption that the more common information two concepts 

share, the more similar the concepts are. The measures are effective. However they can’t 

reflect structure information of concepts, such as the distance. Feature based measure assumes 

that concepts pair with more common features and less non-common features are more 

similar. However it can’t work well when there is not a complete feature set. Hybrid method 

combines multiple information sources and can distinguish different concepts pairs. But one 

or more parameters are needed and turning is required, too.Table1 presents the comparison. 

There is not a standard to evaluate computational measures of semantic similarity. 

Generally there are three kinds of methods.  

The first one is a theoretical examination of a computational measure for those 

mathematical properties thought desirable, such as whether it is a metric whether its 

parameter-projections are smooth functions, and so on. 

The second one is compare the measure by calculating the coefficients of correlation with 

human judgments [20, 21]. Although it is difficult to obtain a large set of reliable, subject 

independent judgments, it is a popular method. The similarity values of human judgments are 

deemed to be correct, which gives the best assessment of the performance of a measure. Two 

dataset are commonly used. One is provided by Rubenstein and Goodenough (1965) [24]. 

Rubenstein and Goodenough obtained “synonymy judgment” from 51 human subjects on 65 

pairs of words ranged from “highly synonymous” to “semantically unrelated”, and the 

subjects were asked to rate them, on the scale of 0.0 to 4.0. The other is provided by Miller 

and Charles. In their study 30 pairs were taken from the original 65 pairs [24], 10 from the 

high level(between 3 and 4), 10 from the intermediate level (between 1 and 3), and 10 from 

the low level (0 to 1) [25].  

The third one is application-oriented evaluation [26, 27]. If some particular application 

system requires a measure of semantic similarity, we can compare the performance of 

different measures to find most effective one, while holding all other aspects of the system 

constant. 
 

5. Summary 

This paper reviews various state of art semantic similarity measures in WordNet based on 

is-a relation. Path based measures, information content based measures, feature based 

measures and hybrid measures are discussed. We analyses the principles, features, advantages 

and disadvantages of different measure. Further more, we present the commonly used IC 

metric in information content based measures. Finally we discuss how to evaluate the 

performance of a similarity measure. In fact there are no absolute good performance measures. 

Different measures will show different performance in different applications. In specific 

application, whether a measure will hold all other aspects of the system well is another factor. 

In addition WordNet is a common sense ontology. There are many other domain-oriented 

ontologies. How to effectively solve the heterogeneous problem, and apply the measures in 

cross-ontology is needed in further research. 
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